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Abstract

For several technical applications the dynamic aspect in fracture mechanics cannot be neglected. When the reliability
of components with macroscopic cracks has to be assessed, the consideration of dynamic effects may lead to much
higher stress intensity factors than under static conditions. In this paper three different methods to calculate the dy-
namic stress intensity factor for the mode-I loading of stationary cracks are compared. Based on two- and three-
dimensional finite element simulations, the dynamic stress intensity factor is computed with the dynamic J-integral, the
modified crack closure integral and the displacement interpretation method. The theoretical fundamentals of all three
methods are summarized in the paper and the numerical implementation is explained briefly. Results for different
models are shown and compared to findings in the literature.
© 2003 Elsevier Science Ltd. All rights reserved.
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1. Introduction

For several engineering applications, such as the development of transport casks for dangerous loads, the
assessment of safety, integrity and reliability with static stress analyses and experiments under static con-
ditions is not sufficient. That means applications, where high-speed loads may act, causing premature
failure of the structure. Especially for structures containing cracks such dynamic impacts are very dan-
gerous, because they may lead to crack initiation, accelerated growth and unstable propagation of cracks.
In order to minimise the risks of failure, the dynamic aspects have to be considered in the fracture me-
chanics assessment of such structures and components.

The purpose of dynamic fracture mechanics is to analyse the growth, arrest and branching of cracks in
structures subjected to dynamic loads. Several experimental techniques, for instance the method of caustics
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or the dynamic photoelasticity method, have been developed to investigate the crack tip fields. Since these
methods have many limitations theoretical models in combination with computational and numerical
methods are more useful. Mostly boundary element methods have been developed for the calculation of
dynamic fracture quantities, for instance by Nishimura et al. (1987), Wen et al. (1999) or Fedelinski et al.
(1996). Finite element simulations have been performed by Nakamura et al. (1986), Shih et al. (1986) and
Nishioka (1995). In almost all these investigations the fracture quantities have been calculated by means of
the J-integral. Alternate techniques have been rarely investigated in dynamic fracture mechanics. More-
over, the authors are aware of merely one three-dimensional problem treated in the literature, where the
loads are not applied at the crack faces. This is the elliptical crack in a rectangular bar (Nishioka, 1995). A
good overview of the state of the art has been given by Aliabadi (1995).

In this paper three computational methods are described to calculate the dynamic stress intensity factor
K} for stationary cracks: (i) the J-integral method, (ii) the modified crack closure integral (MCCI) and (iii)
the displacement interpretation method (DIM). They are based on finite element simulations assuming
linear elastic material behaviour and have been applied to two- and three-dimensional problems. The re-
sults of the methods are compared to each other. Moreover, some results are contrasted with findings in the
literature. Three-dimensional calculations are presented for an elliptical crack and for a central through-
thickness crack in a rectangular bar. The aim is to validate the MCCI and the DIM techniques with respect
to the J-integral, which is assumed to be the most accurate method but requiring the highest effort of
implementation as well.

2. Methods for the calculation of dynamic fracture quantities
2.1. Two-dimensional dynamic J-integral

Considering a two-dimensional body with a crack oriented along the x;-axis, the J-integral vector J{ can
be derived from an energy balance within the domain 4, shown in Fig. 1. With I" as a closed contour around
the crack tip it is found:

Ji = lim [ [(U +T)oy — oyuisln;dr" (1)
—-vJr

This equation is valid for linear elastic material and was derived by Atkinson and Eshelby (1968) and

independently by Kostrov and Nikitin (1970) and Freund (1972). The quantities ¢;; and ; are the Cartesian

components of the stress tensor and the displacement vector, n; is the unit vector normal to I' pointing

Fig. 1. Crack tip coordinates and integration contours.
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outward of the enclosed domain and dy; is the unit tensor. U = (1/2)0;u;; denotes the specific elastic energy
stored in the body and T means the kinetic energy density. Regarding only the x;-component of J, which
has the physical meaning of the energy release rate G, and restricting to the case of a stationary crack Eq. (1)
reduces to

To evaluate J{! with a finite element analysis, Eq. (2) is not suitable because the accurate calculation of
fields in the region around the crack tip is very difficult. To circumvent these difficulties, Eq. (2) is trans-
formed into a domain integral using the virtual crack extension technique (Shih et al., 1986; Hellen, 1975).
Following this method, an arbitrary smooth weighting function ¢ is introduced, which has the value one on
the inner contour I' and zero on the outer contour I'y (see Fig. 1). This function ¢ may be interpreted as
the virtual displacement of a material point (¥;,%,) due to a unit virtual crack extension in x;-direction
(Nakamura et al., 1986). Using the weighting function ¢, Eq. (2) can be rewritten in the form:

Jld = lim /(Gijuﬁ] — Uélj)qudc —/ (J,-ju,;] — Uélj)qudC y (3)
=0 Je I4r-

where C =I'+ I'" + I'" + I'y. The vector m; denotes the unit vector normal to C, pointing outward from
the enclosed area 4. Therefore, the vector n;, which has been introduced for the derivation of Egs. (1) and
(2) is n; = —m;. Consequently, the signs have changed from Eq. (2) to Eq. (3). Applying the divergence
theorem to the integral over C, using the equation of motion, assuming traction-free crack surfaces (the
integral over C* 4+ C~ vanishes) and omitting body forces yields:

J = /[(Uz‘j“z‘,l — Udyj)q; + pitu; g d4. 4)
A

2.2. Three-dimensional dynamic J-integral

For three-dimensional problems the J-integral needs to be evaluated along the crack front. It is assumed
that the crack lies in the x;—x;-plane. A virtual crack extension is considered along a segment L of the crack
front, whereby Al(s) defines the shape of the extended crack front at the position s (see Fig. 2). Introducing
the dimensionless vector /;(s), whose norm varies between zero and one, Al(s) can be written as:

Al(s) = Aalyny. (5)

Here n; is the unit normal vector at the crack front, which lies in the x;—x3;-plane. The total energy release
—AII for this virtual extension amounts to:

—~AIl = J%Aa :/ J4(s) Al(s)ds. (6)

Le

Introducing Eq. (5) gives:
7= / J4(5)Le(s)my ds. )
Lc
With J4(s)n, = J¢ we obtain:

jd = / lk(S) |:11m /(O',-ju,-,k — U&k/)mde:| ds = lim (G,-ju,;k — Uék/)mjlk(s) dS7 (8)
L¢ r

r—0 Sr—0 Sr
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crack front

crack front

Fig. 2. Three-dimensional integration contours and virtual crack extension.

where S denotes the surface enclosing the crack front segment, as shown in Fig. 2. To obtain an average
value of the J-integral, J¢(s) is assumed to be constant over the length L and thus can be excluded from the
integration in Eq. (7) (Shih et al., 1986; Moran and Shih, 1987). Together with Eq. (8) this yields a J¢ value,
which is attributed to the middle point s* of L¢:

Jd
S le(s)meds”

To allow for an efficient finite element evaluation, Eq. (8) is now transformed into a volume integral.
Similar to the procedure described in Section 2.1, a weighting function ¢ is introduced which varies between

one on the contour S and zero on Sy. With ¢, = ¢/ (s) the weighting function becomes a vector and Eq. (8)
can be rewritten as:

J = /(Uuuz,k — Udiy)m;q, dS — / (aiuir — Udy;)m;qi dS, (10)
S S

TS

JsH) = 9)

where S = Sr+ ST+ S~ +.5, (see Fig. 2). Applying the divergence theorem to the integral over S yields
Ji= /[(Uz'jui.k — Udiy)qr; + pituirqi] dV, (11)
V

where V is the domain with the boundary S. Eq. (11) is valid for a stationary crack with traction-free crack
surfaces and without body forces.

2.3. Numerical discretisation of the J-integral

To evaluate the J-integral with a finite element analysis, the integrals Eqs. (4) and (11) have to be
computed numerically, i.e. a weighted summation has to be performed over all integration points of all
finite elements in the considered domain. According to Eq. (11) for the general three-dimensional case, J¢
can be written as:

jd = Z Z[(O-l'jul}k — Uékj)qkt/ + pu,u,qu]|J|W (12)

elements ips
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Fig. 3. Virtual crack extension and corresponding area AA.

Here J and w are the Jacobi matrix and the weight of the considered integration point. For the analyses
discussed in this paper isoparametric four-node (2D) and eight-node elements (3D) with reduced integra-
tion were used (see Section 3.1). These elements have only one integration point in the centre of the local
element coordinate system (7, = 0). To calculate J¢ according to Eq. (12), all field variables have to be
known at this point. Therefore, the values of i; and ¢, have to be calculated at the integration point using
the shape functions N* for each node o:

8

8
ﬁ[:ZN“(rm)ii?, qk :ZNd(rm)q;. (13)
o=1 o=1
The calculation of the gradients u;; and ¢, ; can be performed with the derivation of the shape functions
in the local element coordinate system:

SIS Y i, =2 Y LN g (14)
ul,k — axk £ af"m Fm ui7 qk,j - Gx, @rm Vm qka

o=1

whereby the derivation 0r,,/0x; is the inverse of the Jacobi matrix J. An important point in the calculation
of J¢ is the distribution of the weighting function g. As stated in Section 2.1, ¢ may be interpreted as a
virtual crack extension. From the numerical point of view this means, that all nodes inside the integration
region have to be shifted virtually (¢ = 1). For the nodes on the outer boundary and the nodes outside of
the integration region, ¢ has to be zero. In the three-dimensional case it has to be taken into account that ¢
is a vector ¢;. Therefore, all components of ¢; need to be calculated depending on the actual position at the
crack front. Furthermore, the integral in Eq. (9) needs to be calculated corresponding to the area A4 of the
virtual crack extension, depicted in Fig. 3.

2.4. Displacement interpretation method

The DIM is based on the evaluation of the crack tip near-field, which is of the same type for the static
and the dynamic case (Gross, 1996). For mode-I the displacements u, show a '/>-behaviour at the positive
(u") and the negative (1) crack faces, with a parabolic crack opening:

& ey (15)

@:im 2n
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Here K7 denotes the stress intensity factor for a mode-I crack opening, u is the shear modulus and r the
radial distance from the crack tip. For plane strain conditions « is given by ¥ = 3 — 4v, where v is Poisson’s
ratio. Since the crack tip field for spatial crack fronts is locally of the same type, Eq. (15) holds for 3D-
mode-I problems, too (Anderson, 1995; Gross, 1996). In the finite element simulation K is calculated from
Eq. (15) inserting the numerically calculated displacement »; from the node nearest to the crack tip. Since
the accuracy of the numerical results in the vicinity of the crack tip is difficult to assess K values are al-
ternatively calculated taking the displacement u; from several nodes along the crack face. The final value of
K; is determined by an extrapolation for » — 0 and proved to fit well with the results from the node nearest
the crack tip.

2.5. Modified crack closure integral

The crack closure integral is based on the method of the local energy release rate. The change of the total
energy —AIl in a body due to a crack extension Aa is equal to the work that has to be done by the stresses
on the crack faces in order to close the crack. For plane problems of thickness B the energy release rate G is
defined as:

=— lim ——.
B da Aa—0 B Aa

Assuming symmetry with respect to the crack plane, the energy release rate is calculated with the crack
closure integral:

Ldm_ Al (16)

Aa
G= Aliglo BLAa /0 02:(s, 0)u; (Aa — s, 1) ds. (17)

A polar coordinate system (r, 0) has been introduced (see Fig. 4) having its origin at the crack tip of the
initial crack with the length a. In Eq. (17) the variable s specifies the location where the crack should be
closed. Due to the assumption of an infinitely small Aa, Eq. (17) is exact. For a finite crack extension, the
displacements would have to be taken from the grown crack. However, the MCCI technique gives an
approximation of Eq. (17) for finite Aa, taking the stresses from the ligament and the displacements from
the crack faces of the initial crack (Buchholz, 1984). Within the finite element context, Eq. (17) is nu-
merically realised by multiplying the nodal forces in front of the crack tip with the corresponding dis-
placements behind the crack tip (Buchholz, 1984). For a two-dimensional four-node element (see Fig. 4)
this yields:

1
G =— (F*u™ . 18
o E (18)
L
r
,,,,,,,,,,, oz—l\ o 0 : ol
| i i.'3,0
uz(Aa-s, i) GIZ(; )
S Aa-s
a Aa

Fig. 4. MCCI technique.
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Fig. 5. Assignment of the areas of crack extension for a curved crack front.

If a three-dimensional crack configuration is considered, G is calculated along all nodes at the crack
front. The crack extension B Aa is replaced by local areas of crack extension A4Y) at a crack front position
wl). The composition of A4Y) is illustrated in Fig. 5 for a curved crack front, whereby the areas in front of
the crack and behind it are different and have to be weighted.

, 1 .
G(wV) = A0 (Fu ). (19)

3. Numerical examples
3.1. Central through-thickness crack in a rectangular bar, 2D-model

To compare the accuracy of the methods described in the previous section, several numerical examples
are given in the following. For the solution of the boundary value problem the finite element solver
ABAQUS/Explicit (2000) was used. This software works with an explicit time integration scheme, which in
dynamic calculations shows clear advantages over implicit methods regarding the computation rate. Its
efficiency is due to the use of diagonal mass matrices, which can be easily computed for first-order
quadrilateral and hexahedral elements. The lower accuracy of these elements compared to higher-order
elements can be compensated by far using a finer discretisation. Therefore, first-order elements are pre-
ferred in ABAQUS/Explicit (2000). The dynamic J-integral, the MCCI and the DIM are implemented as a
post-processor.

The first example deals with a rectangular bar containing a central through-thickness crack. The model
with its geometric properties is shown in Fig. 6. An impact load is applied at the opposite ends of the bar by
ooH (1), where H(t) is the Heaviside step function. The material constants are as follows: shear modulus
u=76.92 x 10° Pa, density p = 5000 kgm~3, Poisson’s ratio v = 0.3. The two-dimensional finite element
realisation of the model is shown in Fig. 7. A state of plane strain is assumed. Because of the symmetries
with respect to the x;—x;-plane and the x,—x;-plane only a quarter of the bar was modeled. In order to study
the influence of the mesh in the region around the crack tip two meshes with different fineness were
analysed. For mesh (a) the ratio between the edge length 7, of the smallest elements at the crack tip and
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Fig. 7. FE-mesh of the central through-thickness crack in a rectangular bar.

the half crack length a is 7y, : @ = 1 : 12. For mesh (b) it is 7y, : @ = 1 : 60. The results for stress intensity
factors K{(¢) are plotted in Fig. 8 normalised with respect to Ky = agy/ma. All three methods give similar
graphs. It can be seen that the J-integral method is independent from the fineness of the finite element mesh.
In each time step the J-integral was evaluated using several concentric integration domains around the
crack tip. A sufficient convergence is found for four integration rings. The graphs of the MCCI and the
DIM obviously depend on the size of the elements at the crack tip. The largest dependence was found for
the DIM. The reason is, that the DIM and the MCCI are based on the asymptotic solution at the crack tip,
which cannot be reproduced exactly by the regular finite elements used in the computation. Nevertheless, all
results are within a range of £5% with the J-integral taken as reference value. The normalised stress in-
tensity factor computed with the J-integral method is compared in Fig. 9 with results by Fedelinski et al.
(1995), who used a time domain method, a Laplace transform method and a dual reciprocity method.
Furthermore, results by Chen (1975) are plotted, who calculated K{'/K, with a finite difference method. The
results of the J-integral agree well with those of the other methods.
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Fig. 8. Accuracy of different methods for the calculation of K depending on the mesh fineness at the crack tip.
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Fig. 9. Comparison of K¢/K, computed with the J-integral method with results from Fedelinski et al. (1995) and Chen (1975).

3.2. Central through-thickness crack in a rectangular bar, 3D-model

In order to study the distribution of the dynamic stress intensity factor along the crack front, a three-
dimensional finite element model of the central through-thickness crack was analysed. It is based on mesh
(a) in Fig. 6, which was extruded in the x;-direction. K /K, is computed at all nodes along the crack front.
In Fig. 10 the results of the J-integral method are plotted for three positions (s = 0, s = b3/2, s = b3) and
compared with the two-dimensional solution. As can be seen, the dynamic stress intensity factor varies
strongly along the crack front. The maximum of K{ is reached in the middle of the crack front (s = b3) and
lies approximately 20% above the maximum value of the 2D-solution. Next, the results of the J-integral
method are compared to those obtained by the MCCI and the DIM. The corresponding graphs, plotted in
Fig. 11 for s = b;, agree well. At the maximum of Kld /Ky the differences lie within 7%.
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Fig. 10. Comparison of K{!/K, for the 3D-model and the 2D-model for the central through-thickness crack.
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Fig. 11. Comparison of different methods for the calculation of K for the 3D-model of a central through-thickness crack (s = b3).

3.3. Elliptical crack in a rectangular bar

As a second example a rectangular bar containing a central elliptical crack is considered. The dimensions
of the bar are shown in Fig. 12 and the material constants are as follows: shear modulus u = 77 x 10° Pa,
density p = 7900 kgm— and Poisson’s ratio v = 0.216. The bar is subjected to an impact load aoH(¢) at
both ends. For the finite element simulation the model shown in Fig. 13 was used. It consists of 5790 ele-
ments, using 2304 elements in the region along the crack front. Taking advantage of all symmetries, only
an eighth of the whole bar has to be modelled. The results for the J-integral method, the MCCI and the
DIM are compared in Fig. 14. The dynamic stress intensity factor K¢(¢) is plotted for the minor axis of the
elliptical crack and is normalised with respect to the static stress intensity factor K; obtained by Newman
and Raju (1981). Again, all three methods show a good agreement. However, the results will increasingly
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Fig. 14. Comparison of different methods to calculate K for an elliptical crack in a rectangular bar.
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Fig. 15. Comparison of K¢ /K; computed with the J-integral method with results from Wen et al. (1999), Nishioka (1995) and Chen and
Wilkins (1977).

diverge from each other, if the mesh width near the crack tip grows. As for the through-thickness crack the
J-integral delivers the best results for coarse finite element meshes. The results of the DIM and the MCCI
differ in the maximum of K{(¢)/K; ~ 4-6% from the J-integral. A comparison of the results with other
three-dimensional solutions found in the literature (Wen et al., 1999; Nishioka, 1995; Chen and Wilkins,
1977) is given in Fig. 15. Considering the overall response, our results agree well with the others. The
maximum value of Kld /K coincides best with Chen’s result, whereas the trend of the curve follows the
results of Nishioka and Wen et al.

4. Conclusions

To calculate the dynamic stress intensity factor K{'(¢), three different methods have been developed as
post-processors for finite element simulations. They have been applied to two- and three-dimensional crack
models. The MCCI method and the DIM are based on relatively straightforward algorithms, which may be
implemented with a comparably low effort, whereas the equivalent domain integral method for J needs a
more sophisticated algorithm. All results have shown that the MCCI and the DIM lead to an acceptable
accuracy compared to the J-integral method. For the models investigated in this paper the deviations are
always below 7%. The accuracy of the MCCI and the DIM techniques clearly depends on the fineness of the
finite element mesh, whereas the J-integral shows a neglectable dependence on the mesh width near the
crack tip. Nevertheless, the compact MCCI and DIM are worthwhile and easy techniques for many
fracture mechanics applications, provided that a sufficiently fine meshing of the crack front is realised.
Despite of the good results obtained by the MCCI and the DIM, the advantages of the J-calculation by
means of the equivalent domain integral are obvious. The little mesh dependence makes it a robust method
which does not require an extremely fine discretisation around the crack. The results are most accurate,
since the calculation of J¢ is rarely influenced by the quality of the solution of the field problem in the
vicinity of the crack front singularity. Due to the path independence, different integration domains produce
identical results providing a useful means to verify the accuracy. The extension of all three techniques to
analyse mixed mode dynamic crack problems is straightforward. Then, the MCCI and DIM deliver the
dynamic stress intensity factors separated for each crack opening mode, whereas the J-integral method has
the drawback that only the energy release rate can be computed. The great advantage of all three finite
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element techniques presented here consists in their applicability to crack configurations in any structure of
finite size with arbitrary dynamic loading conditions on the boundary, whereas other methods get diffi-
culties with finite boundaries.
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